Predicting local fish species richness in the Garonne River basin
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Abstract – The aim of this work was to predict local fish species richness in the Garonne river basin using three environmental variables (distance from the source, elevation and catchment area). Commonly, patterns of fish species richness have been investigated using simple or multi-linear statistical models. Here, we used backpropagation of artificial neural networks (ANNs) to develop stochastic models of local fish diversity. Two independent data collections were used, the first one to build and test the model; the second one to validate the model. Correlation coefficients between observed values and predicted values both in the testing and the validation procedures were highly significant ($r = 0.904$, $P < 0.001$ and $r = 0.822$, $P < 0.001$, respectively). The ANN model obtained using only three environmental variables succeeded in explaining ca 70% of the total variation in local fish species richness. Through these findings, ANNs can be seen as a powerful predictive tool compared to traditional modelling approaches.
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Résumé – Ce travail a consisté à prédire la richesse spécifique locale de poissons dans le bassin de la Garonne à partir de trois variables environnementales : la distance à la source, l’altitude et la surface du bassin versant. Le plus souvent, la richesse spécifique d’un bassin est étudiée en utilisant des modèles de régression linéaire simple ou multiple. Dans notre travail, un réseau de neurones a été utilisé pour développer un modèle prédictif de la richesse spécifique. Deux bases de données indépendantes ont été utilisées, une pour construire et tester le modèle, l’autre pour le valider. Les coefficients de corrélation obtenus pour le test et la validation sont élevés et hautement significatifs (respectivement, $r = 0.904$, $P < 0.001$ et $r = 0.822$, $P < 0.001$). Près de 70% de la variation de la richesse est expliquée par les trois variables environnementales. À travers ces résultats, les réseaux de neurones artificiels peuvent être considérés comme un puissant outil prédictif face aux approches de modélisations plus traditionnelles. (© Académie des sciences / Elsevier, Paris.)
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[16] who analysed variation of fish assemblage structure among six sites located in the middle course of the river.

Commonly, patterns of fish species richness have been investigated using simple or multi-linear statistical models [6, 13, 15, 17]. However, recent works have demonstrated that the use of artificial neural networks (ANNs) hold great promise for these kinds of data sets [18–21]. ANNs are known for their capacity to process non-linear relationships between variables which usually contaminate classical statistical methods for species richness prediction. ANNs can both improve performance by training and define complex relationships between independent and dependent variables that are not apparent using other methods, e.g. [22, 23].

In this paper, we 1) examined the capacity of neural network models to predict local fish species richness (LSR) in the Garonne River basin using three environmental variables (distance from source, elevation and catchment area), 2) validated the model on an independent data set, 3) identified the importance of these predictive variables in the model, 4) discussed the potential applications of ANNs method in conservation ecology.

2. Materials and methods

2.1. Study area

The River Garonne has its source in the Maladetta Glacier (Spain), and it slopes from the southeast to the northwest, where it reaches the Atlantic ocean through the Gironde estuary. The River Garonne drains an area of about 57,000 km² and its total length is 525 km. Mean annual discharge amounts to about 545 m³/s⁻¹. Comparing with other French rivers (e.g. the Seine river and the Rhône river), the Garonne river is less disturbed by industrial pollution. However, its natural flow has been modified by the presence of several dams, promoting in that way, animal and vegetal community fragmentation within the river channel and the alluvial floodplain [24, 25].

From south to northwest, topography and climate determine three great landscape types: the Pyrenean mountains with a pronounced relief, a vast, green hill zone of Piedmont, and the valley of the Garonne river with flooding zones and alluvial terraces. The oceanic influence predominates on the totality of the basin, but lessens to the southeast where it undergoes the Mediterranean influence with dry winds and weaker pluviometry.

2.2. Data collection

To build and to test the model, we used data from 207 fish sampling sites fairly evenly distributed across the Garonne river basin (figure 1). Data for LSR (including successfully introduced species) were collected between 1986 and 1996 by the Laboratoire d’ingénierie agronomique, Ensar. All sites were sampled once by electrofishing, during low-flow periods, and using standardized methods.

To validate the model, we used an independent data set constituted by 72 different sites sampled by the Conseil supérieur de la pêche from 1985 to 1995 and using the same sampling procedures.

At each studied site, three environmental variables were recorded: distance from source (DFS), elevation (ELE) and catchment area (CAA). The CAA at each site was measured with a digital planimeter on a 1/500 000 scale map of the Garonne river basin. The two other variables (DFS and ELE) were recorded on several 1/25 000 scale maps.

2.3. Methods of modelling

A three-layer backpropagation of ANNs (figure 2) was used with an input layer of three neurons (one for each of the environmental variables), a hidden layer of three neurons which represent the best compromise of bias and variance [26], and an output layer of one neuron to predict the LSR. The learning rate and momentum initially fixed at 0.01 and 0.95 are modified during the iterations according to the importance of the error between observed and estimated values. The initial weights for the linkages between neurons were randomly chosen within a range between −0.3 and 0.3. The backpropagation algorithm [26] was used to change these connection weights during the training procedure. Details of this algorithm can be found in refs [26] and [27]. The ANN analysis was realized on a compatible PC with Pentium® processor using a
Figure 2. Representation of the typical three-layered feed-forward artificial neural network used.

Three input nodes (layer i) corresponding to the three independent variables (CAA: catchment area; DFS: distance from the source; ELE: elevation), three nodes on one hidden layer (layer h) and one output node (layer o) corresponding to the estimate of local fish species richness (LSR).

matricial software\textsuperscript{\textregistered}, MATLAB with the Neural Network toolbox.

Modelling was carried out in three steps: 1) the first data matrix (207 rows [sites] × 4 columns [DFS, ELE, CAA and LSR]) were randomly divided into two sets of data and the first set, i.e. 75\% of the data or 155 records, was used to determine connection weights after 500 iterations of the training procedure; 2) the second set, i.e. 25\% or 52 records, was used to test the previous model; 3) the validation of our results was performed on the second independent data matrix (72 rows [sites] × 4 columns [DFS, ELE, CAA and LSR]) in order to determine the predictive quality of the model. An experimental approach was used to determine the response of the model to each of the input variables [18, 23].

3. Results

3.1. Training of the network during step 1

ANNs were trained by the backpropagation algorithm following the step one procedure (see above). The number of iterations was limited to 500 (best compromise between bias and variance) which is quite low in neural network modelling. This neural network configuration gives only 16 parameters (three input nodes × three hidden nodes + three hidden nodes × one output nodes + four biases).

The resulting correlation coefficient is 0.935 (\(P < 0.001\)) for the regression between observed and estimated values (figure 3A), the points are well aligned on the diagonal of the perfect fit line (co-ordinate 1:1). The relationship between residuals and estimated values

![Figure 3: Results of the modelling. A: Training (step 1). B: Testing (step 2). C: Validation (step 3). 1: Scatter plot of observed values versus estimated or predicted values; the solid line indicates the perfect fit line (for which y = x). 2: Relationship between residuals and estimated or predicted values. In step 3, the most underestimated value correspond to a site located downstream an artificial lake with a concentration of lots of fish species.](image-url)
shows complete independence of values ($r = -0.007$, $P = 0.935$).

3.2. Testing of the network during step 2

The ANN procedure tested on the remaining 25% (52 records) shows that the majority of records are aligned on the diagonal of co-ordinate 1:1 (figure 3B). The resulting correlation coefficient is 0.904 ($P < 0.001$). Relationship between residuals and estimated values shows complete independence ($r = 0.186$, $P = 0.187$).

3.3. Validation of the network during step 3

Interestingly, ANNs were validated on the totality of the second data matrix (72 records). Our results demonstrate the high predictive power of the model. In fact, the correlation coefficient between observed and predicted values is 0.822 ($P < 0.01$). Over/underestimates of some values (especially for sites where LSR > 10) may be observed (figure 3C) which results in some residuals showing some dependence ($r = -0.247$, $P = 0.04$).

3.4. Importance of the three environmental variables and neural network sensitivity

By applying Garson’s algorithm [28], distance from the source is the major contributing variable to the model, but contribution percentages of each environmental variable are very similar (i.e. 39% for DFS, 33% for ELE and 28% for CAA).

The influence (or sensitivity profile) of the independent variables on the fish species richness (LSR) in the ANN modelling determined by Lek’s algorithm [18, 23] is illustrated in figure 4.

- There is a sigmoid decrease between LSR and ELE (figure 4 – top). After constant values of LSR up to 250 m, LSR decreases rapidly as the value of elevation increases up to 500–1 000 m. Then, LSR decreases very slowly to reach less than two species up to 2 000 m.

- There is a logarithmic increase between LSR and DFS (figure 4 – middle). First, LSR rises rapidly with DFS to reach an asymptote for DFS > 200 km.

- There is a sigmoid increase between LSR and CAA (figure 4 – bottom). LSR increases slowly with CAA up to 10 000 km², and then LSR increases rapidly with CAA to reach an asymptote for CAA > 30 000 km².

4. Discussion

To our knowledge, it is the first time (in ecology), that a validation of a neural model is realized on a completely independent database and local species richness has been well fitted through ANN analysis by using three environmental characteristics. The ANN approach deserves therefore some attention in community ecology and biodiversity studies, where poor fitting of biological characteristics to conventional models (mostly multiple regression, MR) is often the rule.

Previous studies predicting fish species richness in different river systems (distributed across a wide range of latitudes) using logarithmic transformation of variables (regardless of the number of variables used) succeeded in explaining up to around 50% of the total variation in richness [13, 15, 17], whereas the ANN method achieved, in our study, a much higher level (ca 70%) with only three environmental variables.

A theoretical advantage of conventional models over ANNs is that their parameters provide information about the relative importance of the independent variables (although this is not true when composite variables are used). Nevertheless, the same results can be obtained by performing a sensitivity analysis of the ANN. To illustrate the explanatory variable importance inside the ANN, a procedure for partitioning the neural network connection weights in order to determine the relative importance of the various input variables has been proposed [28, 29].
and an algorithm allowing the visualization of the profiles of explanatory variables built [18, 23]. This characterization of the role of each variable in the ANN model clearly exhibits the non-linear processes according to its biological bases (figure 4).

Our results confirm the longitudinal change in local fish species richness along an upstream–downstream gradient. The fish species richness increases with increases in river size until middle reaches to level out in downstream areas. This relationship has been demonstrated in other river systems [8, 9, 11, 15] and contrasts with results obtained for the Seine basin because species richness declines in downstream areas [6, 10]. Thus, these findings confirm the hypothesis made by Oberdorff et al. [6] that the gradual decline in fish species richness observed for the lower Seine was a consequence of the loss of natural lotsic habitats due to anthropogenic disturbances rather than a natural ecological pattern.

Considering only a few environmental variables (three, here) and a relatively simple neural network, one can explain the major part of the variability of fish species richness on a local scale, Thus, it would be now interesting, using this approach, to generate comparative studies with other large rivers of France, Europe, or elsewhere in the world to analyse factors controlling spatial variability in local fish species richness.

The ANN modelling approach introduced here is a fast and flexible way to incorporate multiple input parameters into one model. It is this ability to deal with multiple information sources that provides the main power of this approach, which results in a significant improvement in modelling over conventional approaches [30].
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