Application of neural networks to modelling nonlinear relationships in ecology
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Abstract

Two predictive modelling principles are discussed: multiple regression (MR) and neural networks (NN). The MR principle of linear modelling often gives low performance when relationships between variables are nonlinear; this is often the case in ecology; some variables must therefore be transformed. Despite these manipulations, the results often remain disappointing: poor prediction, dependence of residuals on the variable to predict. On the other hand NN are nonlinear type models. They do not necessitate transformation of variables and can give better results. The application of these two techniques to a set of ecological data (study of the relationship between density of brown trout spawning sites (redds) and habitat characteristics), shows that NN are clearly more performant than MR ($R^2 = 0.96$ vs $R^2 = 0.47$ or $R^2 = 0.72$ in raw variables or nonlinear transformed variables). With the calculation power now currently available, NN are easy to implement and can thus be recommended for modelling of a number ecological processes.
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1. Introduction

For a number of years, the growing use of the aquatic ecosystem has forced the administration to address important economic and ecological problems. Habitat models, either deterministic or stochastic, based on the relationships between environment variables and characteristics of fish populations (density and biomass, reproduction potential, growth, etc.) are excellent tools for the managers. Faush et al. (1988) counted 95 models of this type. Of these 95 models published between 1950 and 1985, 79 were constructed from linear or multiple linear regression or correlation. This procedure assumes a linear relationship between the variables, which is rather rare in ecology. Then, 11 were curvilinear functions (exponential or power), and 5 were polynomial functions (but these were built up with very few variables and observations). Since this review, linear models have still been generally used (Milner et al., 1985; Jowett, 1990, etc.).

On the other hand, artificial neural network (NN) systems are known for their capacity to process
nonlinear relationships (Hornik et al., 1989; Chen et al., 1990), especially for regressions (Specht, 1991). Their performance has already been demonstrated in various areas, notably in physics and economics (Nicolas et al., 1989; Waibel et al., 1989; Narendra and Parthasarathy, 1990; Schöneburg, 1990; Refenes et al., 1993; Chakraborty et al., 1992; Hopcroft, 1993). In biology, works have especially been done in the medical area (Zhu et al., 1990; Blazek et al., 1991; Bazoon et al., 1994; Belenky et al., 1994; Lerner, 1994) and can be very useful for ecological process modelling.

In this work, we compare the predictive capacity of multiple regression (MR) versus NN for the estimation of the density of brown trout redds from physical habitat variables in 6 mountain streams in SW France. Model-predicted and observed values are compared by different statistical parameters. Normality and correlation of the residuals are studied.

### 2. Materials and methods

Twenty nine stations distributed on 6 rivers were subdivided into 205 morphodynamic units. Each unit corresponds to a zone where depth, current and gradient are homogeneous (Malavoi, 1989).

The physical characteristics of the 205 morphodynamic units were measured in January, immediately after the brown trout reproduction period. They therefore most faithfully indicate the conditions met by the trout during its reproduction. With reference to the works of Ottaway et al. (1981), Shirvell and Duguey (1983). Crisp and Carling (1989), we measured 10 physical habitat variables (Table 1).

#### 2.1. Preparation of data

Input data had very different orders of magnitude according to the variables. To standardize the scales of measurement, the entries were converted into centered reduced variables by the relationship:

$$ Z_i = \frac{X_i - \overline{X}}{\sigma_X} $$

with $Z_i$: standardized values, $X_i$: original values, and $\overline{X}$ and $\sigma_X$ the mean and standard deviation of the variable.

To compare the two methods (MR and NN), we worked with non-transformed variables (raw data) and also with transformed variables (requirement of MR). We proceeded to nonlinear transformations (functions of power). For each independent variable, several combinations were tested, the function that gave the best correlation with the dependent variable was retained (Delacoste, 1995).

The dependent variable was also centered and reduced and nonlinearly transformed for MR, or converted over the interval [0...1] to adapt to the transfer function used (sigmoid function) for the NN.

#### 2.2. Multiple regression

The technique of stepwise multiple regression (Weisberg, 1980; Tomassone et al., 1983) was used. We also undertook MR with all the variables (for further comparison with NN). Calculations were done using SYSTAT® software (SYSTAT, 1992). As a check, optimal nonlinear transformations was also tried on the same data set, using SAS’s Transreg procedure (SAS Institute, 1988). This procedure

### Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_i$</td>
<td>i</td>
<td>Wetted width (m$^2$)</td>
</tr>
<tr>
<td>ASSG</td>
<td>i</td>
<td>Area with suitable spawning gravel for trout per linear meter of river (m$^2$/linear meter)</td>
</tr>
<tr>
<td>SV</td>
<td>i</td>
<td>Surface velocity (m/s)</td>
</tr>
<tr>
<td>GRA</td>
<td>i</td>
<td>Water gradient (%)</td>
</tr>
<tr>
<td>FWi</td>
<td>i</td>
<td>Flow/width (m$^3$/s/m)</td>
</tr>
<tr>
<td>D</td>
<td>i</td>
<td>Mean depth (m)</td>
</tr>
<tr>
<td>SDD</td>
<td>i</td>
<td>Standard deviation of depth (m)</td>
</tr>
<tr>
<td>BV</td>
<td>i</td>
<td>Bottom velocity (m/s)</td>
</tr>
<tr>
<td>SDBV</td>
<td>i</td>
<td>Standard deviation of bottom velocity (m/s)</td>
</tr>
<tr>
<td>VD</td>
<td>i</td>
<td>Mean speed/mean depth (m/s/m)</td>
</tr>
<tr>
<td>R/M</td>
<td>d</td>
<td>Density of trout redds per linear meter of streambed (redds/m)</td>
</tr>
</tbody>
</table>

i: independent, d: dependent; these independent variables are non-correlated except SV and BV, $R = 0.76$.  


The input layer comprises \( n \) neurons coding the \( n \) pieces of information \( (X_1, \ldots, X_n) \) at the entry to the system. The number of neurons in the hidden layer is chosen by the user according to the desired reliability of the results. Finally, the output layer comprises a single neuron corresponding to the value to be predicted. To each connection between two successive layers of neurons, a modifiable weight is associated in the course of the training (successive iterations) depending on the data at the entry and exit.

Although the states of the neurons of the input layer are determined by the variables at the entry of the network, the other neurons (of the hidden and output layers) must evaluate the intensity of the stimulation from the neurons of the preceding layer using the following relationship:

\[
a_j = \sum_{i=1}^{l} X_i W_{ij}
\]

(2)

with \( a_j \): activation of the \( j \)th downstream neuron, \( X_i \): value at the outlet of the \( i \)th neuron of the previous layer, \( W_{ij} \): weight of the connection between the \( i \)th neuron of the previous layer and the \( j \)th neuron of the current layer.

With the backpropagation technique, the response of the neurons is often quantified by a sigmoid function:

\[
f(a_j) = \frac{1}{1 + \exp(-a_j)}
\]

(3)

The backpropagation technique is akin to supervised training (to learn, the system has to know the reply that it should have given). It then modifies the connection intensity to minimize the error of the considered reply. The estimation of the error signal differs according to the layer considered. Many articles, notably Rumelhart et al. (1986), Carpenter (1989), Weigend et al. (1992) and Gallant (1993), give the details of the algorithm of error backpropagation. Lastly, note that one can use parameters such as \( \eta \) (learning rate) and \( \alpha \) (momentum), that serve to accelerate training while preventing the system from falling into local minima (references quoted above).

The training of the network continues until mini-
minimization of the sum of the squares of errors (SSE) given by the relationship:

\[
SSE = \frac{1}{2} \sum_{j=1}^{N} (Y - \hat{Y})^2
\]

(4)

with \(Y\): value expected at the outlet of the network ("observed" value); \(\hat{Y}\): value calculated by the network (neuron of the output layer); \(j = 1 \ldots N\): number of recordings.

NN are progressive training models which learn with the different iterations.

2.4. Modelling technique

Modelling was carried out in two steps:

- First, fitting the models: all the records available in the set of data (i.e. 205) were used to perform the MR and to train the NN.
- Secondly, testing the models: random selection was used in order to isolate a training set (3/4 of the records, i.e. 154) and an independent test set (1/4 of the records, i.e. 51). This operation was repeated five times giving rise to "test1", "test2", "test3", "test4" and "test5" which we studied by MR and by NN. For each of the five sets, the model was first adjusted with the training set (all the transformed variables for the linear MR and all the non-transformed variables for NN), and then tested with the test set.

2.5. Performance indices

To judge the quality of the results obtained in MR and in NN, three indicators were used:

- the correlation coefficient \(R\) between observed and estimated values, or the determination coefficient \(R^2\);
- The slope of the regression between values estimated by models and observed values;
- the study of residuals: \(E_i = Y_i - \hat{Y}_i\), their statistical parameters, graphs of normality, etc.

2.6. NN sensitivity

For the NN, any analytic study of model sensitivity seems difficult. However, one can obtain a curve illustrating this effect plotting fixed values of the variable to be investigated and the average of the dependent variable (R/M) obtained by systematic scanning of the possible values of the other variables. In order to limit the computation time, the scanning of each variable was restricted to five levels (maximum, minimum, median and quartiles) and the number of points for each curve was limited to 12, delimiting 11 equal intervals over the variable range.

3. Fitting the models

3.1. Multiple linear regression modelling

3.1.1. Stepwise model

Whether the variables were transformed or not, only four independent variables were retained by the model. Three of the four variables were common to the two models: ASSG, GRA and D (see Table 1). The fourth independent variable concerns Wi which was retained for the model with transformed variables and SV for the model with non-transformed variables. Equations of MR and the determination coefficients were the following:

- With transformations of variables: \(R^2 = 0.622\)

\[
\sqrt{R/M} = 2.292 + 1.282 \frac{1}{W_i} - 2.933 \frac{1}{ASSG} - 0.091 \sqrt{GRA} + 10.605 \frac{1}{D}
\]

(5)

- Without transformation of variables: \(R^2 = 0.444\)

\[
R/M = 1.051 + 0.459 ASSG - 0.403 SV - 0.054 GRA - 0.012 D
\]

(6)

Values of the determination coefficient indicate a plain improvement of the MR model after transformation of the variables. As this operation improves their linearity, we can conclude that nonlinear relationships exist between the dependent and independent variables.

3.1.2. Complete model

With all the 10 variables, equations of MR and determination coefficients became:
Fig. 2. Nonlinear transformation of variables by the Transreg procedure of SAS. For each of the 10 independent variables, both the raw value (in abscissa) and the transformed value (beginning with T, in ordinate) are plotted.
- with transformations of variables: \( R^2 = 0.63 \)
\[
\sqrt{R/M} = 2.517 + 0.981 \frac{1}{W_i} - 2.852 \frac{1}{ASSG} \\
- 0.372\sqrt{SV} - 0.049\sqrt{GRA} \\
+ 0.194\sqrt{FWi} + 8.434 \frac{1}{D} \\
+ 0.509 \frac{1}{SDD} + 0.005BV \\
- 0.005SDBV - 0.004VD \] (7)

- without transformation of variables: \( R^2 = 0.469 \)
\[
\frac{R}{M} = 1.337 - 0.019Wi + 0.479ASSG - 0.570SV \\
- 0.047GRA + 1.309FWi - 0.013D \\
- 0.008SDD + 0.010BV - 0.014SDBV \\
- 0.018VD \] (8)

As during the stepwise regression, the transformation of variables gives rise to a clear improvement of the determination coefficient. By including all independent variables in the model, there is only a very slight increase of \( R^2 \). Supplementary variables (SV, FWi, VD, BV, SDBV) bring little complementary information. Among the regression coefficients calculated with all the variables, only three were significantly different from 0: ASSG, Wi and D for the transformed variables and ASSG, GRA and SV for the non-transformed variables (variables selected in the stepwise regression).

3.1.3. Optimal nonlinear transformation of variables

Since most of the relationships between the variables appear to be nonlinear, a method of alternating least squares was used. After 30 iterations of Transreg procedure the optimal transformations were finally derived, yielding a determination coefficient \( R^2 = 0.72 \), higher than in the linear case (\( R^2 = 0.469 \)). Fig. 2 depicts the various transformations imposed on the data set. Interpreting such transformations is debatable: the improvement in \( R^2 \) is here obtained at the expense of warping the data under study in a non-meaningful manner.

Rather than linearly combining transformed variates, the NN approach will combines the raw data in a nonlinear model.
3.2. Remarks on NN modelling

To avoid overfitting (noise modelling; Smith, 1994), we took two factors into account: the number of neurons in the hidden layer and the stopping point of the training.

3.2.1. Number of hidden layer neurons

For statistical modelling, only one hidden layer is often satisfactory (Smith, 1994). We therefore studied here the performance of the model with a system with one hidden layer, by varying the number of neurons. For each configuration, the experiment was repeated 5 times, and each time we calculated the correlation coefficient between the estimated and observed values of the dependent variable. We trained NN with all the non-transformed variables which gives the best result. Fig. 3 shows the values obtained and the average value curve. We first observe a rapid improvement of $R$ with the number of neurons in the hidden layer (HN). The increase is then slower and stabilizes from 8 hidden neurons.

---

Fig. 5. Correlation graphs between observed and estimated values of R/M by different models: (a) multiple regression (MR) with transformed variables; (b) multiple regression (MR) with non-transformed variables; (c) neural network with four independent variables (NN4) with transformed variables; (d) neural network with four independent variables (NN4) with non-transformed variables; (e) neural network with all the independent variables (NNT) with transformed variables; (f) neural network with all the independent variables (NNT) with non-transformed variables.
For a given value of HN, the correlation coefficients obtained were similar, proof of the reliability of the NN results. Maximum divergence was observed when HN = 2, the standard deviation of $R$ was then 0.008, largely exceeding the average value of 0.004. Therefore all our models were run with 8 neurons in the hidden layer, a choice that is justified by the absence of improvement of the performance of the model beyond this value and a relatively small standard deviation.

3.2.2. The stopping point of training

In NN, the stopping point of training must be fixed, i.e. the number of iterations calculated by the system. We studied the sum of the squares of errors (SSE) and the correlation coefficient ($R$) for all the non-transformed variables. At each iteration, the system corrects weights to minimize error. Thus, as the system learns, the SSE decreases (Fig. 4a), while coefficient $R$ increases (Fig. 4b); the convergence of the model is very fast. At the end of some hundreds of iterations, the SSE is practically nil, while $R$ approaches 1. The result stabilizes after 1000 iterations.

3.3. Neural networks modelling

In order to compare the results of the NN with those of MR, we established NN models with the four independent variables selected by the stepwise MR, but also with all the available variables.

3.3.1. With four variables selected by the stepwise regression

- transformed variables: after 1000 iterations, we obtained a model with a determination coefficient $R^2 = 0.741$, which indicates a slight improvement with respect to MR.
- non-transformed variables: after the same number of iterations, the determination coefficient became $R^2 = 0.811$. Compared to the model obtained with transformed variables, and unlike for MR, an improvement was observed with raw data. The transformation of variables giving the best linearity of relationships between variables therefore led to a lowering of NN type nonlinear model performance.

3.3.2. With all the variables

- transformed variables: $R^2 = 0.928$
- non-transformed variables: $R^2 = 0.958$

Unlike MR models, a clear improvement of the results was obtained by including additional variables. The results were improved with the transformed variables as well as with the non-transformed variables. The additional variables do bring specific information. As in the case of the model with four independent variables, a better result was obtained with non-transformed variables.

4. Performance of the models

4.1. Correlation between observed and estimated values

In MR, the transformation of variables significantly improves the determination coefficient ($R^2 = 0.643$ vs $R^2 = 0.444$). There is, however, an underestimation of the high values and an overestimation of the low values (Fig. 5a and b). We can also see the difficulty for the MR model to predict nil values indicated on the graph by a vertical band. We can finally note the negative value prediction, especially for low values. In NN with four explanatory variables (NN4), we obtained an underestimation of high values. As with MR, the model has difficulties to predict nil values, but only with transformed variables (Fig. 5c). With non-transformed variables, adjustment is better, especially for low values (Fig. 5d).

In NN with all the available variables (NNT), the problem remains with transformed variables for nil values, as well as for some low values (Fig. 5e). With non-transformed variables, however, an excellent model was obtained capable of restoring values observed over the whole range of the dependent variable (Fig. 5f). Note finally that NN, unlike MR, never predicted negative values.

The regression between values estimated by the different models and observed values (Table 2) revealed that the slope ($b$) with a value closest to 1 was obtained for the neural network with all the non-transformed variables (NNT) ($b \approx 1$, reduced standard deviation and Student’s $t$ test close to 1.96). On the other hand, in MR the results were
Table 2
Slopes ($b$) of regression between estimated and observed value for multiple regression (MR) and neural networks (NN) models

<table>
<thead>
<tr>
<th>Transformation of data</th>
<th>Model</th>
<th>Slope ($b$)</th>
<th>Standard deviation ($s_b$)</th>
<th>$t$ test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>MR4</td>
<td>0.643</td>
<td>0.034</td>
<td>10.50</td>
</tr>
<tr>
<td>Yes</td>
<td>NN4</td>
<td>0.681</td>
<td>0.028</td>
<td>11.39</td>
</tr>
<tr>
<td>Yes</td>
<td>NNT</td>
<td>0.844</td>
<td>0.023</td>
<td>6.78</td>
</tr>
<tr>
<td>No</td>
<td>MR4</td>
<td>0.463</td>
<td>0.035</td>
<td>15.34</td>
</tr>
<tr>
<td>No</td>
<td>NN4</td>
<td>0.774</td>
<td>0.026</td>
<td>8.69</td>
</tr>
<tr>
<td>No</td>
<td>NNT</td>
<td>0.968</td>
<td>0.014</td>
<td>2.29</td>
</tr>
</tbody>
</table>

MR4: MR with four independent variables; NN4: NN with four independent variables; and NNT: NN with all the independent variables.

$t$: Student’s $t$ test for $H_0$: $b = 1$.

much poorer, especially with non-transformed variables ($b = 0.46$, standard deviation and Student’s $t$ test high).

In conclusion, to obtain the best models, all the variables must be used without transformation for the neural network system.

4.2. Examination of the residuals

4.2.1. Normality of the residuals

To test the normality of model residuals, we applied the statistical test of Lilliefors (1967). With 205 observations, limit values of the test for the

Fig. 6. Distribution of residuals (observed values – estimated values of $R/M$) with adjustment to the normal law for the different models: (a) MR, transformed variables; (b) MR, non-transformed variables; (c) NN4, transformed variables; (d) NN4, non-transformed variables; (e) NNT, transformed variables; (f) NNT, non-transformed variables.
Table 3
Results of the Lilliefors (1967) test of residual normality for the different models

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Model</th>
<th>MaxDif</th>
<th>Prob (2-tail)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>MR</td>
<td>0.028</td>
<td>1.000</td>
</tr>
<tr>
<td>Yes</td>
<td>NN4</td>
<td>0.075</td>
<td>0.007</td>
</tr>
<tr>
<td>Yes</td>
<td>NNT</td>
<td>0.061</td>
<td>0.063</td>
</tr>
<tr>
<td>No</td>
<td>MR</td>
<td>0.127</td>
<td>0.000</td>
</tr>
<tr>
<td>No</td>
<td>NN4</td>
<td>0.136</td>
<td>0.000</td>
</tr>
<tr>
<td>No</td>
<td>NNT</td>
<td>0.077</td>
<td>0.005</td>
</tr>
</tbody>
</table>

MaxDif: maximum value of the difference; Prob (2-tail): probability limits.
MR4, NN4 and NNT: see Table 2.

rejection of the hypothesis of normality were 0.062 for $\alpha = 0.05$ and 0.072 for $\alpha = 0.01$.

The results (Table 3) show that the transformation of variables gives models whose residuals are normally distributed. This is the case with the MR and NNT. For the NN4, the residual distribution is not far from normality for $\alpha = 0.01$. Fig. 6a, c and e show the distribution of the residuals under the normal curve. On the other hand, for non-transformed variables, the residual distribution was very far from normality for the MR and NN4 models. The graphs show many deviations from normality for MR and NN4 (Fig. 6b and d). NNT however showed an appreciably normal distribution of residuals with a 1% risk. The graph (Fig. 6f), which is better balanced, reveals the presence of some strong values that detract from the normality of the residuals.

4.2.2. Relationship between residuals and the dependent variable

With transformed variables, residuals are independent of estimated values for all models (Fig. 7a, c and e) and of observed values in NNT (Fig. 7f). In MR and NN4, residuals tend to increase with observed values (Fig. 7b and d). It can be noted that, in all cases, there are some dots corresponding to nil

Fig. 7. Relationship between the residuals and the estimated and observed values of R/M for transformed variable models: a, b: MR; c, d: NN4; e, f: NNT.
values of the dependent variable that the model has difficulties to adjust (as mentioned above).

With non-transformed variables, residuals were not independent of estimated values in MR. Moreover, a line of dots is observed in addition to some negative values (Fig. 8a). The residuals were clearly dependent on the observed values (Fig. 8b) with a significant correlation coefficient ($R = 0.73$). For NN, either with estimated or observed values, the dots were scattered on either side of the line of ordinate 0, i.e. the average of the residuals (Fig. 8c, d, e and f). The correlation coefficient ranged from $R = -0.047$ to $R = 0.094$ for the NNT and from $R = 0.158$ to $R = 0.517$ for the NN4.

5. Testing the models

The prediction power of the different models determined from five training fractions was tested on five test fractions from which they were independent (Table 4). In MR, determination coefficients were weak in two sets. $R^2$ was on average 0.468 for the training set and 0.371 in the test set. In NN, the

<table>
<thead>
<tr>
<th>No. Test</th>
<th>NN R_learn</th>
<th>NN R_test</th>
<th>MR R_learn</th>
<th>MR R_test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.892</td>
<td>0.862</td>
<td>0.685</td>
<td>0.487</td>
</tr>
<tr>
<td>2</td>
<td>0.914</td>
<td>0.888</td>
<td>0.685</td>
<td>0.628</td>
</tr>
<tr>
<td>3</td>
<td>0.904</td>
<td>0.906</td>
<td>0.690</td>
<td>0.626</td>
</tr>
<tr>
<td>4</td>
<td>0.883</td>
<td>0.867</td>
<td>0.688</td>
<td>0.566</td>
</tr>
<tr>
<td>5</td>
<td>0.905</td>
<td>0.906</td>
<td>0.669</td>
<td>0.740</td>
</tr>
<tr>
<td>Mean</td>
<td>0.900</td>
<td>0.886</td>
<td>0.684</td>
<td>0.609</td>
</tr>
</tbody>
</table>

R_learn: correlation coefficient between estimated and observed values of the training sets; R_test: correlation coefficient of the test sets.
determination coefficient is high in the training set as well as in the test set (averages $R^2 = 0.8$ and $R^2 = 0.785$). These results clearly demonstrate the better predictive performance of NN compared to MR.

6. NN sensitivity

Fig. 9 shows the influence of five independent variables (Wi, ASSG, GRA, SDBV and VD) on NN modelling. The 12 points cover the range of variation of each of the variables tested, with a class interval which varies according to the variable.

Here five curves represent five sensitivity (or contribution) types:

- inverse exponential: the low values of the independent variable, such as GRA and SV, heavily contribute to the prediction of R/M, while the high values (≥ level 6) are not relevant for the model;
- logarithmic: the contribution of the independent variable (e.g. ASSG) is negligible for the lowest values, but it increases quickly to reach an asymptote at early as level 4;
- Gaussian: the independent variable contributes mostly around its average values (level 7). In the case of VD, this is particularly pronounced;
- sinusoidal: the contribution of the independent variable runs through alternative maxima and minima. Wi, SDD and BV display the same curves but with different origins and amplitudes;
- constant: the contribution of the independent variable (e.g. SDBV, FWI and D) is not altered over its range. The profile is represented by a horizontal "line".

Contributions therefore differ according to the independent variables considered. For each variable, a precise idea of the contribution is obtained for an interval of given value.

7. Conclusion

Either MR or NN can be used to predict the density of brown trout redds from the sampled physical habitat variables. $R^2$ reached 0.65 in MR (after transformation of variables), 0.72 (after maximum transformation possibility) in SAS and 0.96 in NN, the latter giving better results with non-transformed variables. In addition, the fact that NN provide a better model was highlighted by a better prediction for the low (and nil) values, the normality of the residuals and their independence from the variable to be predicted. These results were replicated and even the predictions for original test sets were more accurate with NN than MR.

In ecology, MR is currently one of the most frequently used tools in predictive modelling. It is
simple to implement if relationships between variables are linear. If they are nonlinear, a preliminary transformation is necessary. This tends to minimize nonlinearity in the process. One can equally combine variables or eliminate some to try to obtain a better predictive model. Despite all these transformations, results are sometimes non-optimum; the model often supplies negative value predictions, and the residuals are not independent from the variable to be predicted as displayed in this study.

NN constitute a new and alternative approach in ecology. They are able to work with non linearly related variables. As a matter of fact they do not set constraints on the variables (e.g. normality and/or nonlinear relationships), better still, they can be more efficient working with raw than with transformed data. With present computer power, they are also relatively easy to perform. Unlike MR, NN do not provide simple equations for users but it is possible to easily quantify the contribution of each variable over its range.

Through this ichthyological example, NN can be seen to be a powerful predictive alternative in comparison to the traditional multiple regression techniques.

Appendix A. A brief algorithm of backpropagation in neural networks

1. Initialize the number of hidden nodes
2. Initialize the maximum number of iteration and the learning rate ($\eta$). Set all weights and thresholds to small random numbers. Thresholds are weights with corresponding inputs always equal to 1.
3. For each training vector (input $X_n = (x_1, x_2, \ldots, x_n)$, output $Y$) repeat steps 4–7.
4. Present the input vector to input nodes and the output to the output nodes;
5. Calculate the input to the hidden nodes:

\[ a^h_j = \sum_{i=1}^{n} W_{ij}^h x_i \]

Calculate the output from the hidden nodes:

\[ x^h_j = f(a^h_j) = 1/(1 + \exp(-a^h_j)) \]

Calculate the inputs to the output nodes:

\[ a_k = \sum_{j=1}^{L} W_{jk} x^h_j \]

and the corresponding outputs:

\[ \hat{Y}_k = f(a_k) = 1/(1 + \exp(-a_k)) \]

Notice that $k = 1$ and $\hat{Y}_k = \hat{Y}$, $L$ is the number of hidden nodes.

6. Calculate the error term for the output node:

\[ \delta_k = (Y - \hat{Y}) f'(a_k) \]

and for the hidden nodes:

\[ \delta_j^h = f'(a^h_j) \sum_k \delta_k W_{jk} \]

7. Update weights on the output layer:

\[ W_{jk}(t + 1) = W_{jk}(t) + \eta \delta_k x^h_j \]

and the hidden layer:

\[ W_{ij}(t + 1) = W_{ij}(t) + \eta \delta_j^h x_i \]

While network errors are larger than some predefined limit or number of iteration is smaller than the maximum number of iterations repeat steps 4–7.
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